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Abstract 
This article narrates the trajectory of a conflictual relationship 
between a public interest collective and their AI technology 
vendor. Through an analysis of three years of email corre-
spondence obtained via Freedom of Information Act request, 
I follow a team of public planners from the U.S. state of Or-
egon who insisted that their vendor and its technology be 
transparent and accountable; conflicts emerged. I argue that 
this case demonstrates fundamental limits on the ethics and 
contextual appropriateness of AI tools that are dependent on 
data supply chains entangled with the digital political econ-
omy. These limits are enacted by such legal mechanisms as 
trade secrecy protections and non-disclosure agreements, as 
well as by the structural complexity and recursiveness of 
AI/ML model and data supply chains. Negotiations over the 
politics of the digital tool in question became articulated as 
conflicts over the provenance of the tool’s training data. By 
calling attention to how digital production relations are al-
ways situated within chains of dependencies, my analysis 
yields a more nuanced understanding about how the politics 
of AI-based tools are shaped in practice, and the terrain on 
which they might be contested and attempts made at recon-
figuration and alignment with public values. 

Introduction 
This article narrates the trajectory of a conflictual relation-
ship between a consortium of public planners and their one-
time AI technology vendor. Scholarship on the political 
economy of digital technologies for public planning wres-
tles with how best to understand the outsize power vested in 
private technology providers — and what hazards such con-
centrations of technopolitical agency may pose to demo-
cratic societies. Taylor (2021, 898) identifies “problems 
arising from contracting… where commercial firms develop 
capacity that is complementary to that of the state and then 
become incorporated as contractors in the state’s operations 
while still retaining a private-sector identity…” whereupon 
competing priorities emerge between private profit and pub-
lic values (Fourcade & Gordan, 2020) and public value is 
captured for private purposes (Bates, 2012; Collington, 
2019). Brauneis and Goodman (2018, 119) characterize the 
adoption of privately-developed algorithmic systems as a 
depoliticization strategy, either by ‘objectivity-washing’ or 

by concealing surface area for political decision-making be-
hind the screen of ‘trade secrets’ so that “the politics of al-
gorithms recede behind private hedges”. The delegation of 
state functions to private technology providers is argued to 
reflect and amplify neoliberal agendas of intentional hol-
lowing-out of state capacity (Collington, 2021; Morozov & 
Bria, 2018; Faulkner-Gurstein & Wyatt, 2023). 
 Limiting government transparency and accountability 
through the embedding of private technology providers 
within state infrastructures in some circumstances may not 
be a negative externality but instead a core strategic goal 
(Baykurt, 2022; Richardson, 2019). Even public servants 
looking to avoid the delegation of their authorities and the 
obfuscation of their work’s politics, however, are at a disad-
vantage in dealing with private vendors: “Most local gov-
ernments lack the expertise and wherewithal to deploy data 
analytics on their own. If they want to be ‘smart,’ they need 
to contract with companies, universities, and nonprofits to 
implement privately developed algorithmic processes… All 
of this work—the collection, analysis, and use of data—re-
quires technical know-how and infrastructure that most gov-
ernments lack… ” (Brauneis & Goodman, 2018, 107-114).  
 The case I narrate and the analysis I develop here contrib-
utes to the AI and society literature in two ways. First, rather 
than focus on public employees bamboozled by better-
equipped private tech providers, or on neoliberal warriors in 
bureaucrats’ clothes borrowing governance opacity from 
their digital tools, I follow a team of public planners that is 
savvy enough to contest and negotiate terms with their pri-
vate technology vendor, that asserts the priority of transpar-
ency for their algorithmic tooling, and that looks to secure 
back within public bounds the assets and capacity generated 
by their vendor. Conflicts emerge nonetheless; I argue that 
what we witness here are fundamental limits on democratic 
accountability and transparency for AI tools dependent on 
data supply chains entangled with the surveillance economy. 
These limits are imposed by such mechanisms as trade se-
crecy protections and non-disclosure agreements, as well as 
by the structural complexity and recursiveness of the sur-
veillance economy’s data supply chains (Crain, 2018).  



 My second contribution is to underline how negotiations 
over the politics of the digital tool in question become artic-
ulated as conflicts over the dependencies of that AI tool: 
specifically, over the provenance of the tool’s training data. 
I follow the multiple ways in which the planners construe 
the significance of the tool’s data provenance; each iteration 
is consistent in that they draw attention to the data’s (and 
therefore, the data-dependent tool’s) embeddedness within 
supply chains. To the extent that digital objects embed and 
reproduce particular ways of knowing and relating (Benja-
min, 2019; D’Ignazio & Klein, 2020; Alkhatib, 2021), the 
digital tools that integrate and rely on those objects risk in-
heriting their positionalities and modalities. Dependencies 
in turn have their own dependencies (Cox, 2019). Digital ob-
jects are enabled by, and recapitulations of, their digital sup-
ply chains; AI/ML systems especially (Dhaliwal, 2025). By 
calling attention to how digital production relations are al-
ways situated within chains of dependencies, my analysis 
yields a more nuanced understanding about how the politics 
of AI-based tools are shaped in practice, and the terrain on 
which they might be contested and attempts made at recon-
figuration.  
 As the transit planners in this article assess the fitness-for-
purpose of a machine learning-based simulation tool, they 
confront a truth of the contemporary digital: that both tech-
nical capacities and normative qualities are conveyed ‘gene-
alogically’.  

The Case in Brief 
This article emerges from analysis of over 1500 pages of 
email correspondence, obtained through public records re-
quests, between transit planners in the Portland, Oregon 
metropolitan region in the United States and employees of 
the technology startup Replica. The correspondence, dating 
from mid-2017 to the end of 2020, traces the rise and fall 
of a pilot project in which Replica was awarded a sole 
source contract to develop a resident mobility simulation 
platform for the use of a consortium of planners from the 
Portland Bureau of Transit (PBoT), the City of Portland, 
and Metro, a regional planning organization whose leaders 
are directly elected by area residents. Unless otherwise 
noted, all quotes from emails among members of the plan-
ning group and between the planners and representatives of 
Replica are taken from the FOIA-obtained records.  

Replica originated as a project within Sidewalk Labs, a 
sibling to Google in the Alphabet corporate octopus, before 
being spun out into an independent startup company in 
2019, albeit with foundational investments and continuing 
board representation from Alphabet and the former Google 
chairman Eric Schmidt. Replica’s software is based on 
agent-based models that simulate the mobility patterns of 
urban populations. What differentiates Replica’s offerings 
from prior generations of agent-based models (which have 

been used in urban planning processes for generations 
[Johnson, 2020]) are their use of a wider variety of data 
sources, including data artifacts generated by the use of 
smartphones and obtained through telecom providers. As 
will be seen below, information about where Replica gets 
its data, and under what conditions the data are obtained, is 
a fiercely guarded commodity.  

Replica trains its machine learning models (input-output 
hidden Markov models, or IOHMM, to be precise) on its 
varied data sources in order to produce interactive simula-
tions of populations whose demographic and behavioral at-
tributes they claim faithfully reproduce the aggregate 
movement patterns of residents in their subject cities — 
without transmitting information that could compromise 
the privacy of residents.  

Replica’s claims of better, more comprehensive data that 
nonetheless protected the privacy of residents made it an 
alluring vendor for the Portland area planners. The lead 
representative of the Portland planners consortium was a 
Metro employee, a ‘senior technology strategist’ named El-
iot Rose. At the outset of the project, Rose framed the part-
nership with Replica to a colleague by writing, “[o]ur resi-
dents are concerned about serious transportation safety and 
equity issues, and have asked us to get better data so that 
we can figure out how to best tackle these issues. At the 
same time, our residents are also increasingly concerned 
about privacy. This pilot is an opportunity to understand 
whether there are conflicts between the need for better data 
and the right to privacy, and if so, how we can address 
those conflicts”. 

Over the three years of their partnership, the emails be-
tween the Portland planners and Replica took on an in-
creasingly adversarial quality before Rose and the planners 
finally initiated the termination process for Replica’s con-
tract in mid-2020. This article contextualizes and narrates 
the tactics by which the planners attempted to discern, as-
sess, and mitigate potential conflicts ‘between the need for 
better data and the right to privacy’.  

Before narrating this relationship, the next section 
sketches the relevant context for this article’s analysis. I 
describe the myriad dependencies on which the production 
of machine learning applications are based, and how those 
dependencies (and the dependencies on which those de-
pendencies depend) ‘pass on’ both technical qualities and 
normative characteristics from their contexts of origin.  

The Intensity of Inherited Dependencies in 
Machine Learning 

The fundamental dependencies of machine learning mod-
els are compute (hardware, most notably/infamously 
graphics processing units, or GPUs; see [Hwang, 2018]) and 
training data. Numerous researchers have demonstrated how 
the characteristics of training datasets surface in the models 
trained on these data. Training datasets can problematically 



exhibit, inter alia, sampling distortions (over- or under-rep-
resentation of certain sampled subgroups) (Buolamwini & 
Gebru, 2018; Koenecke et al, 2024). Pre-processing trans-
formations in training data have been shown to embed, for 
instance, historical assumptions about racialized physical 
differences (Braun & Grisson, 2023; Vyas et al, 2020). 
Large language models, among others, are trained on and 
reproduce data rife with misogynist, racist, religiously intol-
erant, homophobic, and other hateful forms of speech and 
imagery (Birhane et al, 2023; Birhane et al, 2021; Crawford 
& Paglen, 2019).  

As machine learning models are trained on these datasets 
and then in turn used in, e.g., facial recognition systems, 
voice transcription services, medical care early warning sys-
tems, clinical diagnoses, search engines, and generative AI 
programs, deficiencies of the training data result in, for in-
stance, higher rates of false positives for dark-skinned indi-
viduals in facial recognition ML systems (Buolamwini & 
Gebru, 2018; Stevens & Keyes, 2021; Fatima et al, 2024), 
language models “more likely to suggest that speakers of 
AAE [African American English] be assigned less-prestig-
ious jobs, be convicted of crimes and be sentenced to death” 
(Hofmann et al, 2024), speech-to-text models more likely to 
‘hallucinate’ when transcribing the speech of those with 
speech/language disorders (Koenecke et al, 2024), and im-
age generation services prone to render ‘person’ as light-
skinned Western men and to produce oversexualized images 
of “women, specifically Latin American, Mexican, Indian 
and Egyptian women relative to other nationalities” (Ghosh 
& Kaliskan, 2023); see also (Noble, 2018).  

The contents of models’ training datasets structure the 
politics of these systems in use. This is well understood; less 
broadly understood is the fact that training datasets are 
themselves increasingly curated by models: “… there is a 
circularity inherent to the authoring of AI training sets. Be-
cause they need to be so large, their construction necessarily 
involves the use of other models, which themselves were 
trained on algorithmically curated training sets… There are 
models on top of models, and trainings sets on top of train-
ing sets” (Buschek & Thorp, 2024). So while training da-
tasets are dependencies on which ML models rely, pre-ex-
isting models are the dependencies on which these depend-
encies rely. And those pre-existing models have dependen-
cies on their training datasets.  

What’s even more head-spinning is that datasets and 
models are not static; new reference datasets are released in 
intervals (such as the Common Crawl dataset) and API-ac-
cessed models, such as the ChatGPT and Claude LLMs pro-
duced, respectively, by AI industry players OpenAI and An-
thropic are subject to continuous, substantive, and secretive 
changes (see Offert & Dhaliwal [2025], Hockenberry 
[2021]). These changes are not necessarily for the better: 
peer-reviewed research has shown that “the behavior of the 
‘same’ LLM service can change substantially in a relatively 

short amount of time… [with] significant drifts of their per-
formance and behavior over a short time period on a range 
of different tasks” (Chen et al, 2024, 1).  

In instances wherein a widely-used training dataset has 
come under fire for, e.g., lacking the consent of depicted, 
identifiable subjects (Harvey & Laplace, 2019), or for host-
ing hundreds of instances of known child sexual abuse ma-
terial (CSAM) (Thiel, 2023) that dataset might be rescinded 
by its curators/distributors. However, researchers have 
demonstrated that once training datasets are made available 
for download, and particularly once they have been used to 
train machine learning models, rescinding or recalling haz-
ardous and unethical datasets is of limited efficacy in halting 
their proliferation (and the proliferation of their ‘descend-
ants’) (Peng et al, 2021). 

Taking Accountability for Inherited Depend-
encies 

How is a public interest organization to normatively reason 
and to make decisions about their digital tools, situated as 
they are in such (supply) chains of dependencies? This is a 
difficult question — not least because of the expertise re-
quired to parse the upstream chain of dependencies for their 
politics. It is difficult also because visibility up the supply 
chain is hard to come by. Training dataset opacity is the rule 
and not the exception (Widder et al, 2024; Gansky & 
McDonald, 2022).  Even if a particular ML application pub-
lishes its training dataset (an extraordinarily uncommon oc-
currence), there is every likelihood that its training dataset 
(in other words, its key dependency) is itself dependent upon 
other models and their training datasets, which are very 
likely opaque.  
 The strategic use of the designation ‘trade secrets’ grants 
the privilege of opacity to software developers, even as 
many claim their rights to freely use scraped web content 
(such as the data within Common Crawl) under the banner 
of ‘free use’ (Katyal, 2019; White, 2025). If even a single 
node in the chain of dependencies cuts off visibility of its 
own dependencies, it does so for their dependencies, and so 
on. Visibility is a pre-requisite — necessary but not suffi-
cient — for accountability.  
 Amid the pervasive opacity of digital supply chains, “an-
yone who depends on them may find themselves open to all 
sorts of unexpected and redirected entanglements” (Hocken-
berry, 2021, 644). Mitigating the risk of nasty surprises 
means that ‘due diligence’ is a complex, supply chain-en-
compassing endeavor, and one for which context-specific 
road maps have yet to be codified (Birhane et al, 2024; 
Sanchez-Graells, 2024).  
 This article describes the challenging political economic 
terrain on which a group of public planners, as public inter-



est professionals, attempted to perform adequate due dili-
gence to determine whether a digital tool was fit for purpose. 
Their attempts at traversing this terrain included demanding 
specific forms of dependency-visibility, negotiating over 
performance thresholds, and opening up room for adversar-
ial experimentation on the tool itself. Ultimately, the terrain 
proved prohibitive: the journey was aborted and its labor de-
clared lost. 

Replica: Who & What 
City planners have coupled computational techniques with 
urban data to practice their trade for over half a century 
(Batty, 2016). Since the 1980s, increasingly complex and 
sophisticated modeling techniques based on agent-based 
simulation have only allowed planners to more closely “mir-
ror—rather than explain—the unpredictability of the real 
world” (Johnson, 2020, 433). Planners’ desire to compre-
hend causality in urban mobility patterns has produced a 
market for techniques that might explain not just how resi-
dents traverse urban space, but why. The goal of making 
legible the ‘hidden state’ of residents’ motivations for move-
ment has led researchers and planners to embrace machine 
learning modeling techniques, as well as the incorporation 
of forms of data previously unexploited by planners, in order 
to infer these motivations. 
 Replica, a private software company, proposes that its 
products are capable of shedding light just so: not just on 
human mobility but human motivation for moving. Replica 
offers its platform (also named Replica) as “a fully cali-
brated, regional-scale, travel demand model offered via soft-
ware-as-a-service (SaaS)” (“Replica Data Disclosure Docu-
mentation”, 2019). Replica’s customers are mainly govern-
ment agencies engaged in the tasks surrounding spatial plan-
ning, particularly but not exclusively with regards to transit.  

Who: origins 
The company began as a project incubated inside Sidewalk 
Labs. Sidewalk Labs, founded in 2015, was a subsidiary of 
Alphabet, making it a sister company to Google. The Rep-
lica team began working together within the Model Lab, a 
division of Sidewalk Labs. Model Lab began publishing 
blog posts on the subject of urban transportation modeling 
in early 2017 (Chim & Ory, 2017). It was shortly thereafter 
that the Replica group first demoed their platform to the con-
sortium of Portland planners. In April 2018, the Model Lab 
team went public with Replica, which they advertised at the 
time as “a user-friendly modeling tool that uses de-identified 
mobile location data to give planning agencies a comprehen-
sive portrait of how, when, and why people travel in urban 
areas” (Bowden, 2018). 
 Replica was created “to support the development of plans 
for Sidewalk Toronto” (Bowden, 2018) but by October 

2018, following increasingly intense public scrutiny of the 
Sidewalk Quayside project (cf. McDonald & Wylie, 2019), 
Replica changed course. A spokesperson for Sidewalk Labs 
stated that “while Replica may be brought to Toronto in the 
future, ‘the Replica team is now focused on developing their 
model for other cities in the U.S.’” (Oved, 2018). 
 In the middle of their partnership with the Portland plan-
ners, in September 2019, Replica was spun out into a sepa-
rate corporate entity: “Replica the product has become Rep-
lica the company” (Bowden, 2019). Sidewalk Labs retained 
its connection to Replica with a seat on its board, and former 
Google chairman Eric Schmidt became a founding investor. 

What: the platform 
Broadly speaking, Replica uses multiple sources of data for 
a given region to construct a simulated population whose 
members proportionally match the demographics of the sim-
ulated area. They then assign mobility patterns to each sim-
ulated individual. Granular location data are one of the most 
revealing and potentially hazardous forms of data out there. 
Researchers have demonstrated how trivial it is to re-iden-
tify supposedly anonymized location data and how, in so do-
ing, an individual’s movement patterns can be reconstructed 
to reveal, e.g., the location of their home, workplace, hob-
bies, place of worship, etc. (Abbas et al, 2014; Brennan et 
al, 2023; Cyphers, 2022). Replica argues that by creating a 
synthetic population, they preclude the use of their platform 
and its data for identifying real individuals and revealing 
their movement patterns.  
 Replica (the platform) is a web-based interface for inter-
acting with these populations of synthetic ‘personas’ gener-
ated by the company’s modelers. In addition to viewing this 
population in motion, users can ‘zoom in’ to view not only 
simulated individual residents’ origin and destination per 
trip, but the ascribed purpose of each journey: to eat, to shop, 
to go to work or school, for entertainment. Furthermore, us-
ers can simulate the effects of changes to the transit infra-
structure in the region, such as the addition of a bus line or 
bike lane. 

Privacy: Problematized & Pluralized 
From the outset of their exchanges, both the planners and 
Replica agreed on one thing: preserving the privacy of resi-
dents was of the utmost importance. Among the Portland 
planners, discussions sparked about whether and how the 
Replica project might occasion serious privacy risks from 
the very start of the project. The planners needed the Port-
land City Council to grant an ordinance in support of the 
project, which offered Replica a sole-source contract to de-
velop a Portland version of its mobility simulation platform. 
Approval was far from assured.  



 In mid-December 2018, the Portland planners met to plan 
how to “highlight the benefits of this project while present-
ing the privacy concerns appropriately in context” to a local 
reporter doing a story on the project; the resulting story 
made them feel that “our work… to coordinate talking 
points paid off”. The same day the story was published, the 
City Council approved the ordinance.  
 By January, however, press interest in the project was 
heating up, not cooling off: a reporter from the Wall Street 
Journal was working on an article that the planners feared 
might create controversy. Rose suggested that the planners 
might “[reach] out to the ACLU [American Civil Liberties 
Union] and potentially other local privacy advocates… to 
see if they have any privacy concerns that we may want to 
address in the contract?”. Less than a week later, he fol-
lowed up: “I heard… that the Smart City PDX [the City of 
Portland planning team involved in the Replica project] 
heard some concerns from advocates about the Replica pro-
ject. Would it help at all for us to meet individually with 
some of those organizations to try and get out in front of 
their concerns? Our gov’t affairs team suggested that when 
I briefed our council on this, but I defer to you on what’s a 
good idea”.  
 The team agreed to proactively reach out to local advo-
cates, but before they could, investigative journalism outlet 
The Intercept published an article on Replica (Kofman, 
2019) that caused one of the Portland planners to remark that 
“it’s making cities look as if they’re blindly entering into 
these agreements. To add to that, this article raises a new 
(but not unpredictable) concern that if SL can disaggregate 
and synthesize, why couldn't someone else un-synthesize 
and re-aggregate”. Rose suggested that any response from 
the planners should reject any insinuation of naivete: “… we 
get pitched on other products derived from cell data all the 
time… the method that SWL [Sidewalk Labs] is using - sim-
ulating travel based on the data - is a more compelling way 
to protect privacy. It's what we've used for years to protect 
the confidentiality of our travel survey respondents. This ar-
ticle makes it sound like Replica is the first to offer any of 
this data and the first time we've considered any of these is-
sues. Seems like we need to emphasize our experience here 
and how it's led us to work w/ Replica”. Then, a new chord 
is sounded.  

From anonymity to consent 
“The issue that the article… raises about whether the data 
that informs Replica has been obtained with consent is one 
I want to dig into further. I feel like that's a real concern, and 
that it's also out of the league of local governments to ad-
dress… we hear concerns about privacy from our citizens, 
and at the same time we hear a very strong demand for us to 
use a data-driven approach to make the streets safer. This 
pilot with Replica is an opportunity to understand if those 

goals conflict and if so, how we can balnce [sic] those com-
peting concerns”. Rose’s colleague quickly replied, “To the 
consent issue… it’s a point we’ve made in interviews (that 
Cities are being held to task for an issue that needs to get 
resolved Federally), but we definitely need to speak up 
about how we (Cities) are stepping into the void and doing 
everything we can to protect people’s privacy”.  

Up to this point in late January 2019, ‘protecting privacy’, 
as a project requirement — and professional duty — articu-
lated among the Portland planners and between the planners 
and Replica, had primarily meant ‘preventing the identifica-
tion of individuals whose location data contributed to Rep-
lica’s model’ (“The process of building Replica's, and there-
fore the Replica outputs, protect individual privacy, 
whereby it's mathematically impossible to re-identify an in-
dividual within Replica”). Now, a different reading of what 
‘respecting privacy’ might mean is introduced: that the col-
lection and use of the data on which the model depended 
needed to be consented to by the individuals represented. 
This reading of privacy was reinforced the following week, 
when during an unrelated public hearing on a new City pri-
vacy policy, Portland planners “fielded [concerns] from 
community groups about Sidewalk… People continued to 
raise the question… about whether we are endorsing the use 
of cell phone data that people feel has been collected without 
adequate consent by working with Sidewalk Labs”. 

Due diligence tactics and attempts 
To render a professional judgement on whether the platform 
and model were ‘privacy-protective’ in the sense of ‘effec-
tively anonymized’, Rose asked for detailed information on 
Replica’s synthetic data-generation process, but his requests 
were deflected by then-Replica Product Lead Nick Bowden. 
Bowden attempted to assure the planners of the efficacy of 
their anonymizing techniques by sharing a summary of the 
results of an independent privacy audit, only for Rose to re-
spond that these summarized results effectively asked him 
to place his trust in the auditor, rather than in his and his 
colleagues’ own analysis — which they were being pre-
cluded from performing without access to detailed method-
ological information. Rose asked again for the full report; 
Bowden responded “[w]e can't share the entire report, only 
in that it is a comprehensive security and privacy report 
which [sic] a substantial amount of proprietary and sensitive 
information related to our architecture, algorithms, and data 
processing”. 
 By March the Portland group had a backup plan to deter-
mine whether Replica’s anonymization would be fit for their 
purposes. They negotiated a contract provision that allowed 
them to ‘red-team’ the platform (cf. Singh et al, 2025) by 
attempting themselves to see whether they could identify in-
dividuals in Replica’s synthetic, model-generated data.  



 But neither methodological transparency nor adversarial 
testing could reveal whether the collection of the data on 
which Replica depended was consented to. Back in Septem-
ber 2018, Rose had emailed Bowden that “we continue to be 
interested in any documentation you’ve developed about the 
data sources and methodology used in Replica. You sent a 
research paper that covers the use of cell data well, but 
doesn’t discuss other sources in detail. I’m particularly in-
terested in hearing more about how Replica incorporates 
Streetlight data, and how the end product differs from 
Streetlight”. Bowden replied, “We actually use a combina-
tion of streelight [sic], safegraph, cell companies, consumer 
marketing data, google data, and census data. So, the first 
component of differentiation is in the composite of data 
across multiple sources”. This litany of data sources would 
be the most detailed and concrete information the Portland 
planners would ever obtain from Replica regarding the prov-
enance of their data. 
 By mid-December Rose pressed the Replica representa-
tives again for methodological and data provenance trans-
parency: “we would like to see more thorough documenta-
tion of the Replica data sources, methodology, and dataset 
prior to signing… [we still haven’t seen] any description of 
the demographic data that are used by Replica, nor of the 
specific travel and location input data that will be used in 
our build of the model. This will help us… make sure that 
we’re prepared to answer any questions that come up on our 
end about Replica’s data sources as the agreement is final-
ized”. Bowden replied, “We are happy to provide additional 
documentation on data sources and methodology. We do 
have NDAs in place with many of our data providers, which 
means we can provide a detailed description of the data 
used, how it's collected, our vendor auditing process, and 
other specifics, but cannot specifically name the vendors per 
our agreements with them”. Rose pushed back, “I under-
stand that you have NDAs in place, but the more specificity 
you can provide on data sources the better. It’s particularly 
important to clarify whether Google data was used to build-
ing Replica or not. We’ve been assuming that based on our 
conversations and emails, but in your interview w/ OPB [Or-
egon Public Broadcasting; (Templeton, 2018)] you men-
tioned that Google data was not used in building Replica. 
That question will invariably come up as this moves toward 
approval”.  
 Replica attempted to reassure the planners that their train-
ing data had been collected and used with full consent (and 
not from Google) with a ‘data disclosure document’ {Rep-
lica, 2018}, shared on New Years Eve, 2018. In his email to 
Rose, Bowden wrote that the document “contains detailed 
information about data sources and use of said data in the 
Replica building process. NDAs prevent us from sharing 
specific vendor names, but this provides a great deal of de-
tail about the general sources and the process. Most im-

portantly, Replica does not handle, process, or store person-
ally identifiable information at any point”. Bowden added, 
“We obviously consider [the data disclosure document] con-
fidential and proprietary but want to make sure you all have 
a complete understanding of how Replica is created”.  
 The document proclaimed that “Sidewalk Labs inde-
pendently verifies and audits our providers to ensure strin-
gent privacy protections are in place for data collection. This 
process also verifies that end-users have provided explicit 
consent and have the ability to opt-out of collection at any 
time. This verification process helps to ensure that Replica 
can confidently build a high-fidelity travel model while re-
specting individual privacy” (Replica, 2018). More specific 
(but no less ‘trust us’) is a section in the document titled 
“Summary of Vendor Audit Questions”; it begins, “Side-
walk Labs requires all data vendors to complete an audit 
prior to agreeing to work with the vendor. At any point the 
vendor fails to meet the privacy requirements, Sidewalk 
Labs terminates the relationship and no longer uses data pro-
vided. The audit is completed across several dimensions of 
the vendor operations” (ibid). There follows a list of steps in 
Replica’s auditing process, including “Ensure data supplier 
has a current, clear, and conspicuous privacy notice that de-
scribes what data is collected, how it is used and shared, and 
user choices for opt-out… Ensure data supplier obtains opt-
in consent for collection of any location data… Confirm data 
supplier has provided opt-out mechanisms and that user 
preferences for opt-out are propagated throughout the sup-
ply-chain… Confirm that suppliers make the data collected 
available to users…” (ibid).  
 By listing such generic requirements and procedures 
while failing to include any information, such as specific 
vendor names, that would have enabled the Portland plan-
ners to analyze for themselves whether Replica’s data 
sources and methods were fit for their purposes, Replica was 
once again communicating, ‘trust us’. 

Negotiating Goalposts: Acceptance Criteria 
By April 2019 the contract was finalized; by May all parties 
had signed it. The kickoff call for the project took place in 
April, before the contract had been executed. High on the 
list of priorities for that call was beginning the process of 
converging on a key element of the contract that had de-
ferred up until that point: defining the acceptance criteria 
against which the performance of the Replica model would 
be evaluated (and if wanting, could give cause for the plan-
ners to terminate the contract).  
 After another month of meetings, Rose circulated a draft 
of the acceptance criteria among the planner consortium 
members for approval. He noted: “The acceptance criteria 
do not address some of the more detailed questions that 
we’ve heard from you… That’s by design. The acceptance 



criteria are going to go in the contract, and we want them to 
give us cover to include all the data that we want to include 
in the validation testing while still allowing for some flexi-
bility as we all learn more about the Replica dataset and pro-
cess”  
 This strategic approach to crafting the contract with Rep-
lica gave the planners the ability to respond to new infor-
mation (or reticence) from Replica. Staying at a higher level 
of abstraction in the acceptance criteria document enabled 
the planners, down the line, to determine thresholds for 
trustworthiness based on their evolving holistic assessment 
of Replica as a partner. This would come in handy.  
 The process of validation was delineated as follows: the 
planners assembled already-collected ‘ground truth’ data 
based on travel surveys, instrument readings, and observa-
tions of mobility events (such as pedestrian counts, public 
transit ridership counts, etc.). These ground truth data were 
split into two parts. The larger part was sent to Replica to 
“calibrate… meaning fit the model to the counts we see on 
the ground”; the minority remainder of the ground truth 
data, held back by the planners, were to be used to compare 
with the Replica model’s simulated data in order to ‘vali-
date’ its accuracy.  
 The acceptance criteria, then, included contractually-de-
fined thresholds for similitude between the Replica modeled 
data and the held-back ground truth data. Each ground truth 
dataset (for instance, a particular travel survey, or a specific 
demographic census) was assigned a level of variance 
within which the Replica data must stay to be accepted. If 
Metro found in their testing that the modeled data was ex-
cessively different from the ground truth data, the contract 
stipulated that Replica would be given “a reasonable period 
of time using reasonable commercial efforts to correct any 
such nonconformity”. If the corrections weren’t acceptable 
to Metro, either the planners or Replica could opt to termi-
nate the contract — and Replica would refund the planners 
in full.  
 In addition to quantitative acceptance criteria, the contract 
stipulated two qualitatively-assessed acceptance criteria: a 
review of the adequacy of Replica’s privacy documentation 
(“including Replica methodology and results of third-party 
privacy audit”) and “Inability to identify known individu-
als”. 
 Replica and the planners negotiated the acceptance crite-
ria addendum to their contract for six months, before both 
parties signed in September 2019. By then, the planners had 
been sharing ground truth data with Replica for months. It 
took until December 2019 before Replica was ready to un-
veil their newly-calibrated model for the Portland region; 
Rose organized a week of trainings and meetings among 
consortium members to introduce them to the Replica plat-
form and to begin assessing the simulated data’s usefulness. 

Ending Things 
Replica’s model did not pass the acceptance criteria. In July 
2020, a group of the Portland planners met with Nick 
Bowden (now CEO of the newly-independent Replica) and 
Replica’s lead for the Portland project. After the meeting 
planner Rose followed up with an email in which he sur-
faced “the use cases that we submitted to Nick [Bowden] 
way back in 2017 (see below for original thread). It would 
help to hear your take on which of these use cases Replica 
would still be able to meet under the changes you’re propos-
ing”. The changes proposed by Replica that Rose referred to 
were not changes to Replica’s methods or data sources — 
they were amendments to the acceptance criteria: bids to 
move the goalposts.  
 At the end of July, Replica’s lead for the Portland project 
emailed Rose with a series of “exercises for you all to walk 
through… [as demonstrations] that align with your use 
cases”. She went on, “[w]e look forward to hearing from 
Metro how you all would like to proceed - with the amended 
acceptance criteria, a shift to the standard acceptance criteria 
[rather than the custom acceptance criteria negotiated and 
signed by both parties in September 2019] or sharing pro-
posed amendments with Replica”. 
 Rose responded: “Unfortunately, we can’t accept either 
of the options that you’ve presented us. Based on what 
you’re proposing, we don’t feel like we can rely on Rep-
lica… The reduced scope of testing you’re proposing, along 
with the limited information Replica has been willing to pro-
vide so far, would mean that we don’t have enough trans-
parency about how accurate and representative Replica’s 
data is to use it with confidence in our projects”. Rather than 
take Replica up on its offer to move forward with amended 
acceptance criteria, Rose countered, “[i]f you see a pathway 
to meeting the criteria in [the existing] agreement we’re 
willing to discuss how we can move forward. Otherwise, 
since the data Replica has provided so far doesn’t pass ac-
ceptance testing, we’d like to follow the process outlined in 
our current contract and terminate the agreement”.  
 A back-and-forth over email ensued; Replica alleged that 
Portland had provided insufficient ground truth data for the 
categories of modeled data that had failed the acceptance 
criteria. The planners shot back that it took until March 2020 
for concerns to be raised about the volume and quality of the 
supplied ground truth data — and that “it was clear from 
your comments and questions at that point that you had lost 
track of some of the data and documentation we had shared 
with you. Replica’s behavior leads us to suspect that you 
didn’t do your due diligence on the ground truth data when 
we initially uploaded it and agreed on acceptance criteria, 
and that once you realized it was going to be challenging for 
you to meet those commitments you opted to focus on dis-
qualifying criteria that you are having difficulty meeting ra-
ther than working with us to address them”.  



 Rose goes on to note that the planners had asked Replica 
for “specific pieces of information that we need to be able 
to use Replica in a way that meets our standard for transpar-
ency, and you have not provided any of them”. Among these 
was “[q]uantitative information on margins of error associ-
ated with Replica estimates… so we can [assess] whether 
Replica’s estimates are accurate enough to be used in differ-
ent planning contexts; and whether Replica adequately pro-
tects people’s privacy. You have provided qualitative rat-
ings that state whether Replica would recommend using data 
for different purposes at different scales. We need quantita-
tive information so we can make that determination for our-
selves”. 
 Above, I have discussed how Replica’s opacity around 
their data provenance became an article of contention be-
tween Replica and the planners. Early in their negotiations, 
this was registered as an issue of verifying that Replica’s 
data sourcing was respectful (consentful) and protective of 
individuals’ privacy (effectively anonymized). In his email 
initiating the termination of the contract, Rose mentions that 
the planners asked for and were denied “aggregate infor-
mation on the home and work locations of cellular devices 
that Replica uses to build its dataset that we can use to un-
derstand whether Replica adequately represents certain 
groups, such as communities of color and rural residents”.  
Here, Replica’s lack of data transparency becomes regis-
tered as an issue not of verifying data subjects’ anonymity 
or opportunities to consent, but of equitable representation. 
Rose wrote that the planners “need this information to feel 
confident relying on Replica given the concerns that Rep-
lica’s lack of transparency so far have raised. You made a 
major change in your input data sources that invalidated 
most of the demographic acceptance criteria in our agree-
ment without informing us. We planned to use demographic 
testing to ensure that the data we use is representative, and 
it’s only because you changed your data sources that we are 
requesting additional information on representativeness”; 
the normative hazards of Replica’s data practices are cast 
not only as an issue of opacity, but fluidity.  

The Right to Discretion 
Here is the crux of the conflict — who has the authority to 
declare whether a digital tool is fit for purpose? Who should 
assign thresholds for ‘accurate enough’, ‘privacy protective 
enough’, and other normative characteristics of the system? 
Each time Replica implicitly communicated another version 
of ‘trust us’, they precluded the exercise of the planners’ dis-
cretionary agency and situated expertise: sharing a short 
summary of the results of a privacy audit rather than con-
tractually-required details of analysis and methodology; de-
clining to provide concrete information about data prove-
nance and instead offering generic categories of data 

sources; and presenting “qualitative ratings” of the modeled 
data’s fitness for purpose rather than the “quantitative infor-
mation” the planners would need to “make that determina-
tion for [them]selves”.  
 As described in Hong (2023, 6), “[t]o exercise discretion 
is… to judge which rules should apply to a given situation, 
and to define the situation as requiring a rule-based resolu-
tion in the first place (or not)”. The haggling over acceptance 
criteria can be read as a contest of who has the right to de-
termine what constitutes a sufficient degree of fidelity for 
the intended purposes for the modeled data — in other 
words, a conflict over whose discretion counts.  
 Replica’s unwillingness (or inability) to transparently 
share their methods, data provenance, and validation testing 
results not only limited the planners’ ability to determine the 
fitness for purpose of the data system on a case by case basis, 
but it circumscribed their ability to be transparent with their 
constituents: “For us, ‘transparency’… means that we can 
share quantitative, objective information with the public on 
whether the data we use is representative, accurate, unbi-
ased, and protective of privacy”. Planners owe legal and pro-
fessional duties to their region’s residents, including trans-
parency. The planners’ legal duty of transparency as public 
employees, as codified in the federal Freedom of Infor-
mation Act (FOIA) statute, is what enabled me — and local 
journalists — to analyze and write about their exchanges by 
accessing their email interactions with Replica through a 
public records request. Political philosopher Simone Weil 
writes that there are no rights without duties (Weil, 2001); 
to the degree that the planners honor their duties (inter alia, 
transparency, accountability) they have rights to make nor-
matively consequential decisions about planning practices 
and tools that come to shape the lives of residents.  
 Replica and its employees have no such duties to the pub-
lic. When journalists filed a series of FOIA requests to ob-
tain the emails between the Portland planners and Replica, 
Bowden requested to intensively redact the disclosures, 
causing Rose to “encourage [Bowden] to take one more pass 
at this… and make sure that all the redactions [he was] re-
questing are defensible given Oregon law’s definitions of 
confidential and trade secret… and remove those that 
aren’t”. Bowden doubled down instead. While at various 
points Replica had justified their opacity surrounding data 
provenance with the inhibitions imposed by their NDAs 
with data providers, here Bowden justified secrecy with 
Replica’s need to protect themselves against “competing 
firms looking to uncover as much about our product and 
business model as possible” and claimed his trade secrets 
included, among others, “[o]ur business model… Refer-
ences to other customers… Our technical process and pro-
cedure of combining several disparate data sets… Addition-
ally, the specific sources of this data and how / when it is 
used is something we consider to be a significant trade se-
cret…”. Replica’s duties, at the end of the day, are to their 



investors. At various points in the project, methodological 
and supply chain transparency became an arena for conflict 
between duties to the public and duties to investors; rather 
than continue to fight a losing battle, the planners chose to 
resign the game and seek more aligned partners elsewhere.  

Discussion 
“Our residents are concerned about serious transportation 
safety and equity issues, and have asked us to get better data 
so that we can figure out how to best tackle these issues. At 
the same time, our residents are also increasingly concerned 
about privacy. This pilot is an opportunity to understand 
whether there are conflicts between the need for better data 
and the right to privacy, and if so, how we can address those 
conflicts”. 
 At the project’s outset, Rose framed the partnership as a 
genuine experiment: not ‘does this tool work?’ but ‘does the 
value of this tool outweigh the normative risks associated 
with its creation and use?’ Was this question answered? At 
first glance, perhaps it was not; the partnership was ended 
before the question could be answered, because the deliv-
ered models under-performed their acceptance threshold. In 
theory a company and product ‘exactly like Replica’ but 
more performant could have resulted in an answer being 
provided, and in the affirmative. 
 But Replica’s reasoning for why their data provenance 
and methodology should be obscured (both to the planners 
and to the public) was ‘trade secrecy’, justified by Replica’s 
position in the market, competing for investor dollars, under 
the harsh gaze of would-be competitors. So the issue is not 
really about performance, but about situatedness. In other 
words, Replica became an invalid dependency for the plan-
ners not (just) because it wasn’t dependable (fitness-for-
use), but because its location within the digital political eco-
nomic grid (startup, private, investor-backed) militated 
against its ability (or at least desire) to engage in trust-build-
ing transparency with planners — and the public. “The con-
flict between trade secrecy and a transparent and accounta-
ble democratic government is ultimately a clash of govern-
ing theory and values… trade secrecy and public accounta-
bility cannot easily coexist” (Levine, 2007, 157-158). 
 The structure of digital supply chains, particularly with 
regard to AI systems, includes a number of centralized ac-
tors whose incentives — and methodologies — incline them 
to cut information flows and screen off visibility of their 
own upstream dependencies. These actors might be model 
developers pre-emptively defending themselves against ac-
cusations of intellectual property theft in their mass-scraped 
training datasets (Widder et al, 2023a). They might be data 
brokers looking to preserve the perceived uniqueness of 
their aggregated data products/services (Obar, 2020; Gan-

sky & McDonald, 2022). They might be startups like Rep-
lica whose market competitiveness depends on a plausible 
narrative of uniqueness in terms of their data sources. 
 Then, too, the legal structures which scaffold the com-
mercial exchange and aggregation of data are biased to-
wards opacity. NDAs undergird much of the commercial 
data interchange ecosystem. The ubiquitous ‘terms of ser-
vice’ contracts to which users of software ‘agree’ sometimes 
just by virtue of their visiting a webpage (Lemley, 2022) 
also function to obscure, rather than reveal, the normative 
salience of data interactions — in this case, by (ironically) 
preventing meaningful consent to data collection and use by 
formatting relevant information into functionally illegible 
forms and replacing what could resemble something like a 
widely understood meaning of ‘contract negotiation’ with 
‘click to continue’. “The scale of corporate power over peo-
ple through data, combined with the ubiquity of the private 
sector in the public sphere, means that increasingly people 
do not have the ability to opt out of providing their data to 
firms— and that states have little option but to turn to tech-
nology providers for data on the public, as could be seen 
with the Google/Apple API developed in the Covid-19 
emergency” (Taylor, 2021, 903). 
 The data subjects whose location data, app interactions, 
and other representations were sucked into the supply chains 
by which Replica obtained its data were — obviously — not 
offered opportunities to opt in or out of data collection and 
use by the data’s collectors, Replica, or the Portland plan-
ners, for that matter. “The terms-of-service information peo-
ple receive about data’s lifecycle usually refer to ‘research’ 
and ‘third parties’ as if this constituted meaningful infor-
mation based on which people could exercise rights over 
their data. Everyday life in the data economy, however, 
demonstrates that this kind of control and knowledge are an 
illusion” (Taylor, 2021, 905). The idea that ‘clickwrap’ con-
tracts (‘click here to accept the terms and conditions’ or even 
better, ‘use of this service implies acceptance of the terms 
and conditions’) comprise real consent is generally under-
stood to be a farce (Obar, 2020; Barassi, 2019; Solove, 
2013).  
 Even setting aside the growing body of critiques of indi-
vidualized consent as an effective mechanism for data gov-
ernance (McNealy, 2021; Sexton et al, 2018; Tsosie et al, 
2019; Viljoen, 2021) Replica’s claim that their data were 
obtained consentfully is implausible. To give just one exam-
ple, the ‘data disclosure document’ mentions that Replica 
“secures [mobile location] data from several vendors, in-
cluding but not limited to; telecommunications compa-
nies…” (Replica, 2018). At no point did a Replica repre-
sentative share with the Portland planners over email from 
which specific telecom they obtained their data, nor did they 
give more detail about the form in which that data was col-
lected. However, in a 2020 NBER paper that used Replica 
data, the co-authors mention that for purposes of training a 



model to assign ‘trip purposes’, Call Detail Records (CDRs) 
were used (Akbarpour et al, 2020). Zhang et al (2019), in 
which one of the co-authors is Replica’s Chief Scientist, de-
scribes the use of CDR-derived metadata (specifically 
sender/receiver pairs) to reconstruct a ‘social graph’. These 
networks of interpersonal connections were mapped to-
gether with the spatial distribution of these connections in 
order to establish the geographic bounds of a community 
(Zhang et al, 2019, 3). It was not to the Portland planners 
but to a journalist that Sidewalk Labs spokesperson Dan 
Levitan confirmed that the telecom corporation AT&T was 
at least one of the company’s data suppliers (Kaye, 2019). 
 Is it plausible that AT&T offered its implicated customers 
“a current, clear, and conspicuous privacy notice that de-
scribes what data is collected, how it is used and shared, and 
user choices for opt-out… opt-in consent for collection of 
any location data… [and that it made] the data collected 
available to users” (Replica, 2018)? Every time an AT&T 
customer in the Portland area made a call, sent or received a 
text, or connected to mobile data, that exchange was logged 
in a call detail record (CDR) that could well have become a 
datapoint in the mix of training data used by Replica to de-
velop its models. While such customers might have been 
technically ‘notified’ (in a ‘terms of service’ contract un-
likely ever to be read by human eyes) that their data could 
be sold or shared with other parties, Replica and the plan-
ning agencies were certainly not mentioned as potential us-
ers of such data.  
 If consent is truly a prerequisite to the normatively proper 
collection and use of sensitive data, Replica’s ‘vendor audit’ 
is a paper-thin shield, a mere means of plausible deniability 
to participation in the surveillance economy. But/and: any 
available means by which an analyst might obtain such data 
as Replica is trained on (inter alia, CDRs, financial transac-
tion data, granular location data) would require engagement 
with the commercial digital supply chain, which as I have 
argued is complex, opaque, and includes data that are abso-
lutely obtained and processed without consent.  
 The political economic dynamics that encourage opacity 
in the data supply chain as a competitive strategy are the 
same political economics that incentivize and energize the 
data supply chain as in the first place — primarily, markets 
for data that can be used to programatically target ads to 
profitable consumers motivating the continuous, pervasive 
collection of personal data (Hwang, 2020; Zuboff, 2019). 
Even use-cases that stand entirely apart from advertising and 
marketing concerns — like public planning — still typically 
rely on data that may be generated ‘incidentally’ as ‘traces’ 
of mediated activities (Thylstrup, 2019) — but which are 
rendered ‘valuable’ by being reconfigured and brought into 
relation with other data ‘exhaust’ as part of their introduc-
tion and integration into data supply chains. 

Conclusion 
It should be evident by this point that the Portland planners 
were navigating challenging due diligence terrain. But they 
were far from feckless. Their tactics are instructive:  

1. They refused the standard evaluation criteria offered 
by their vendor in favor of establishing their own 
(quantitative and qualitative) thresholds for validation 
and acceptance 

2. They demanded direct access to aggregate data that 
they could use to validate data quality (e.g. checking 
the locations of represented residents to assess 
whether inputs were equitably distributed across dif-
ferent demographic groups in the metro) 

3. They fought for visibility into the data sources to as-
sess qualitatively for themselves whether the data was 
sourced in a consentful way 

4. They advocated for their contractual right to probe the 
privacy protections assertedly enacted by the Replica 
system 

In other words, they sought metadata transparency (prove-
nance, aggregate summaries of geographic/demographic 
representativeness), specific tests and direct access to the re-
sults (custom acceptance criteria, quantitative margins of er-
ror, privacy audit with full results), and the agency to adver-
sarially test the system in question. These are all opacity-
mitigation tactics designed to facilitate the planners’ deci-
sion-making around fitness for purpose in the absence of 
systemic visibility. But “transparency is not coextensive with 
accountability. It is merely a means. An algorithmic process 
is accountable when its stakeholders, possessed of meaning-
ful transparency, can intervene to effect change in the algo-
rithm, or in its use or implementation” (Brauneis & Good-
man, 2018, 132). To what ends could the planners put their 
sought-after transparency?    
 In the email that began the termination process with Rep-
lica, Rose wrote, “Replica’s conduct has not only prevented 
us from having the transparency that we need to rely on Rep-
lica’s data; it’s damaged our trust in the project and in Rep-
lica as a partner. We’ve given you opportunities to restore 
our trust by providing more thorough information; you’ve 
opted not to take those opportunities”. But trust isn’t about 
‘providing more thorough information’; ‘more information’ 
is needed precisely when there is an absence of trust. Trust 
is generated through accountability. The planners and Rep-
lica were accountable to different stakeholders. In the final 
determination, the interests of these stakeholders were mu-
tually exclusive — and rather than fight for dominance, the 
planners disengaged to redeploy their resources elsewhere. 
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